CHAPTER 2
SELECTI ON EFFECTS

2.1 | NTRODUCTI ON

We begin this thesis with a study of the instrunenta

limtations of pulsar surveys, with particular reference to the

IIMS, To quote a few exanples of these I|imtations, the sky
coverage of a pul sar survey is mainly limted by the
geographical location of the radio telescope; its collecting

area coupled with the sophistication of the electronics and the
background sky tenperature determ nes its sensitivity to weak
pul sars; etc, In specifying these limtations one comonly
quotes the mnimum detectable flux S.aw that a pulsar nust
posses (given its period, dispersion measure, l um nosity,
position in the sky, etec.) to be detected by the survey* It 1is

currently bel i eved that a satisfactory representation of

Semim is given by (Taylor and Manchester 1977)

Y
Smim T S0 P U1+ Touy [Tp) Clv DM/ M) (21)
wher e T;!Y and 'rk are the sky and receiver- noise
t emper at ur es, D™ is the dispersion measure, D is a
constant, Se is the mnimmsensitivity of the survey and

P is a factor (greater than 1) representing the reduction in

sensitivity resulting from di splacement of the source from the
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beam centre* In eg. (2.1), Spim does not dependupon the
period P of the pulsar* Indeed, Taylor and Manchester (1977)
only refer to a |limting period (of the order of tens of
mlliseconds) above which the sensitivity of the survey s
bel i eved to be wuniform and below which +the sensitivity
decreases rapidly. However, Huguenin (1976) has pointed out
that short-period, high-dispersion pulsars are very difficult to
observe. Mich eartier, Lar ge and Vaughan {1971) had
demonstrated the presence of a selection effect, dependent both
on P and DM |, in the First Molonglo Survey (IMS). Because
the IMs used a different method for pulsar search than that

currently employed, their results are not directly relevant

today.,

In this <chapter we argue that two nmodifications to
eq. (2.,1) are necessary* First, S, . depends not on the
di spersion measure D™ alone, but on bm[p (this is related to
the effect discussed by Large and Vaughan (1971)). Hence short
period pulsars are more difficult to detect than eq. (2.1) would
suggest * Secondly, high declination § pulsars are somewhat
easier to detect because the II M5 spends |onger observing times
at higher declinations. Equation t2.6) gives a new formula for

Semiw | NCOrporating these new effects,

Table 2.1 shows that the above effects are indeed present
in the TIIMS, Table 2.1(a) considers the IIMS pulsars in three
period bins* In each bin we have tabulated (i) the number of
pulsars ( Mme ) detected below the quoted m nimum detectable
flux, i.,e., pulsars with SPsRlSm.im<l where Semimm IS given by

eq. (2.1), (ii) the total number of pulsars detected Mmetw,



TABLE 2.1

Each colum shows (i) observed nunmber of pulsars { me )
With Speg / Swim < 1.0, (ii) all  pulsars in that bin
{ Mo T Mo ), (iii) expected number ( Me) With S < Semimin the
bin, (iv) the difference ( me - Me ), and (v) standard deviation
( 6‘ ) on 'V\"'“Q .

(a) Pulsars in bins of period (in seconds).
derived using eqg. (2.1},

3 0.3¢FE<1.90 1.0€P<1.53
N, 11 21 19
Yig* Wy 76 89 40
Ne 18,9 22.1 10,0
nrNe 7.9 1t 9.0
& 3.0 2.9 2.5

~ (b) pulsars in bins of declination. Seim Wwas derived
using eq. (2.1)

’

No 18 26 16
No+ ™y 97 89 38
Me 26 23,8 10.2
Mo~ MNe -8.,0 2.2 5.8

G 3,3 3.2 2.5
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(iii) the expected nunber of pulsars Me With Spsg [Semimd
based on t he t ot al number My in a | bi ns,
Mo (Mo tmo) T Mo)[5(ngrm) expected on the null hypothesis that
Sumim IS independent of P and § , <(iv) the difference!
MNe-Ng and (v) the expected standard deviation & 0N Noe—MNeg.
The values of ¢ quoted are not equal to the corresponding
(fn;{hbut have been conputed including the fluctuations and
correlations of all variables in e + It IS reasonable to
expect that ™e should differ from ™e by a quantity of the
order of @ , Table 2.1(a) shows that this is clearly not so.
Ve obtain a * (conputed as Z[(“°"’"¢‘>!L/5-"]) of 20.6 against the
expected value of 3,0 inplying that S, Probably has some
?-dependence in addition to the factors witten down in
eq, (2,1), In table 2.1t(b), which considers the declination
dependence, we simlarly obtain a ‘xf of 11.8 against 3,0,
These results appear to suggest that eqs (2.,1) may not be an

adequate description of the selection effects in pulsar surveys.

( .':Of_. [

2,2 THEORY OF SELECTION EFFECTS .

In fig. 2.1 we have schematically plotted the signal as a
function of time in the de-dispersed folded output from a pul sar
survey* The plot is for a duration of one period, and the
signal strength is measured in units of temperature* Due to the
ionized interstellar medium the intrinsic pulse width W IS
broadened to W+t , where t is the dispersion broadening in a
single frequency channel, In what follows, we assume that (i)
the signal is folded at the correct P of the pulsar, (ii) the

time resolution of the data is 1/4q where 4% is the bandwidth,



Temperature(°K)

le— Tsys —;——-|¢-—\Tpsr

FIG.2.1

>lwat e

b

time (s)

A schematic fglded output from a pulsar
survey. T,4s iS the system noise level,
and Toqn is the mean pulsar level for the
pulse duration. The pulse of intrinsic
width w is troadened by t becase Of
dispersion in the interstellar medium.

Por convenience in presentation the fluct-

uations in Te s have been scal ed down.

y
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(iii) the signals in the various channels have been de-di spersed
with the correct delay, and tiv) the positio_n of the pulse and
its width Wat have been properly identified in the folded

output* We later show that (ii) is not a necessary requirement.

Let the mean system tenperature without the pulsar be
Teys This is the receiver tenperature TR plus the
background sky contribution; so

Teye = Te (1t Towy /T'g) (a2)

Let the pulsar under consideration, with mean signal strength
TPSR within the pulse window, be just at the threshold of
detectability. For detection, the difference between the mean
1eve 1 Tpgp+ Tgys on-pulse and the mean |evel Teys off-pulse should
be some factor =m (typical |y 5) times the noise 6',\;” on the

difference* Now

Yo
s‘d' \-_ OJ oFF]
2
- [___,___Tus__‘ N, P 5
CTIP Y Wrtdaw (TIPY(P~W-b)av

where T is the total observation time per sky position. Hence

at the threshold of detection

Toe® 218, (B O Y e

T?skcan be written in terms of the mean pulsar flux density

s‘,s,_(energy per pulse divided by the period) as

Toer = ) A (2.5
PSR Psg
(S5 ) o
where B has been defined in eq. (2.,1), A is the effective

collecting area of the telescope and hB is the Bol tzmann's
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constant, Let us use the symbol d for the pul sar duty cycle
{ V‘fp )y and wite the dispersion broadening explicitly as
tek DM where K, 1is a constant proportional to &6V .
Further, the total observational time 'L’='t°/¢_ossfor- transit
observations such as IIMS where T, is assumed to be a constant
for a given survey* W then obtain
.

S = Po(1* T 1) (410314 %ﬁ}"{m—_—n——-‘,‘?&‘j\ggn} (0353 (2.0
where d is a reference value of the duty cycle for all pulsars

(taken to be 0.04) and Se¢ is defined by

vy \
So= WTaRg di* [[ ALTo2¥)"] @D
which is a constant for a given survey (assuming ® is

i ndependent of © as is true for the I1IMS). For convenience,
we W 11 refer to the term(dlao)‘l’és term A the terms in the
first and second square brackets in eq. (2.6) as terms B and C
respectively, and the term(Cos S)tl" as term D. In eq. (2.6) the
term C is not promnent until the pulse width W+t becomes a
significant fraction of P . Since,this is rare, except when
the effects of multipath propogation become overwhel m ng, C can
usual ly be taken as 1, The term D essentially represents the
i ncreased integ)Lation time at higher declinations for surveys
such as the IIMS, The term B has a non trivial Y dependence
which we wsh to highlight in this chapter* In the |ight of
this term we see.that eq. (2.,1) is valid only at one value of
the period, P, , which can be obtained by equating P.d.lu'in

eq. (2,6) to PMo ineq, (2.1, |f P turns out to be the

¥ This term woul d be absent for the Jodrell Bank survey which
tracked the search regions, and would be nore conpl icated for

the Arecibo survey*
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average period (e~ 0,7 s,) for pulsars, one mght argue that
eq. (2.1) s valid in an average sense., However, the values of

Po which we obtain for the three mjor surveys, viz.,the
Jodrell Eank survey, the Arecibo survey and the IIMS (referred
to in chapter 1), are 3.0,0.8 and 1.6 seconds respectively* We
thus conclude that eq. (2.1) does not properly represent the
selection effects at |ow periods, where significant fractions of
the Galaxy mght be relatively inaccessible to the surveys:. As
an il lustration, for P < 0.4 s,, the sensitivity of the [IIMS
is reduced by more than NZ  over more than 90% of the vol ume
of the Galaxy., The term A in eq., (2.6) shows the wvariation of
SemimWith duty cycle 4 ., This termis inportant if t<w ,
when the term B collapses to~ 1, [|f tH»W | the o\"" in A is

approxi mately cancelled by d ~ in B.

What happens when the pulse width W+t s not resolved in
the integrated profile? This occurs for nearly 20% of the
pul sars detected by the IIMS where the mnimum time resolution

was not 1/aa but a much smaller quantity +t¢ =20 ms. |In the

case when W+t ty, Wet is to be repl aced by e in both
eq (2.4) as well as eq (2.5)., Consequently eq (2.,6) will inply
that S, -é.l In the intermediate situation when W and

1 are both <toe but Wxt>to, eq (2.6) continues to be valid.,
Thus in all cases, the period dependence O0f Semim remains and

can not be neglected*

We should mention here that Large and Vaughan (1971)
experimentally demonstrated the wvariation of S, With both
P and OM  for the IMS8, We have verified that their

Seaimifig, 4 in their paper) depends approxi mately upon the
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specific combination BM/p as in our formula (term B), To make
a more detailed comparison with our theory, we have esti mated
the function VC‘d(\'%Sniﬁ)ldC‘!ﬂP) fromtheir published curves
of Sewim fOr the three systems they have studied, viz., single
channel, double channel and the 20 channel systems (figures 4, 5
and 6 respectively in their paper). In all cases we find that
their results inmply values of V greater than 0,5, On the
ot her hand, our formula <(eq (2.,6)) shows that V shoul d
asymptotically tend to a maxi mum value of 0.5 at small periods
(assum ng that P is not so small that term C becomes
i mportant)+ It thus appears that the IMS had a stronger

dependence of Soaim ON DM [pthan we expect fromour theory,

The discrepency between the results of Large and Vaughan
and our theory is puzziing, since both refer to the same effect.
We feel that it probably arises from the visual search method
used in the INS to detect pulsars fromthe chart records*
Considering the conmplex pattern recognition powers of the human
eye it IS quite possible that sensitivity falls off rapidly as
pulses are broadened, Our formula, on the other hand, refers to
a computer search on digitised data, which could have totally

different sensitiviy characteristics.

2.3 EVIDENCE FROM PULSAR DATA

We have carried out some simpl e tests on pul sar
observati onal data to confirm that the new selection effects
di scussed in the previous section really exist., The cal cul aions

have been done on the sample of pulsars detected by the IIMS.
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This is the most recent as well as the wmost extensive of all
surveys, and vyielded a total of 224 pulsars* |In what fol lows,
we assume that all pulsars have the same duty cycle d for the
following reasons, Firstly, we feel that duty cycles which are
derived from pulse equivalent widths We may not be
appropriate in eq. (2.6). Some calcul ations we have done using
eq. (2.6) do indeed suggest that qu is an unreliable parameter
for our purposes here. Secondly, 4 is found to be al most
i ndependent of P 3 so this approximtion wll not introduce
any systematic period-dependent effects into our results*
Thirdly, the discussion in the previous section shows that the

d -dependence in eq., (2.6) in likely to be weak in the
majority of the cases* We therefore replace @& by deo in

eq. (2:.6) to Obtain
\ '
Sevin = B So (14 Tony [To) ( 1+ kadMyp) (coss)™ (2-2)

where kaa Ki/g.is a constant,

Figures 2,2 and 2.3 show the results of some tests we have
carried out on the IIMS data using the old (eq. (2.1)) and the
new {(eq. (2.8)) formulae for the selection effects* In
fig, 2.2(a) we have plotted the number of pulsars detected

(tﬂo) against a normalised flux X (derived from eg, (2.1)).
N .
X =, S/[ P (\*'TSK‘I ITR)(\‘\' DM/DN.)I'L] . | !"L V)

The pulsars have been sorted into bins of width 0.2 inlo3¢jﬁ .
Figure 2.3(a) shows the results using a simlar definition of
based on eq. (2.8)., In both the figs. 2.2(a) and 2.,3(a)
Nodecreases at high 3 because the pulsar number density

itself decreases at high lumnosities* Ne¢ also decreases for
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FIG 2.2(a) Histogram of observed number of pulsars (N,)
against normalized fl ux
X= S/ (B(1+Tgyy/T,) (1+D/D0)1/2}.
The error bars represent variance at the
level of one standard deviation (=(No)1/2).
The solid line is the least squares fit of
a straight line to the data in the descend-
ing limb of the histogram and gives the
expected number of pulsars (Ng). The dashed

line is its extrapolation.
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FIG. 2.2(b) Plot of X2 obtained by fitting the curve
Ne = ax'B to the descending limb in Fig. 2.2(a)
(solid line), along with the expected value
(dashed line) and its 95% confidence upper bound
(chained line). xedge is the lowest X value used
in the curve fitting. The X.2 increases rather
abruptly from its normal value around Xedge = Sp>»

showing that the curve fitting has broken down.
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FIG 2.3(a) Same as in Fig. 2.2(a), with
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low values of X (below §, ) because of the reduced

sensitivity of the survey* Under ideal condi tions, this
transition should be quite sharp, around 2% = Sg . However, in
actual practice it is broadened* Firstly there is a statistical

broadening caused, among other things, by the variability of
pulsar luminosities (Krishnamohan 1981), Second | y, any
unaccounted selection effect would. broaden the transition* The
wi dth of the transition region 6'!:1» can therefore be wused to

deci de which of the equations (2,1) and (2.,8) fits the |IM data

better.

Anot her test is the number of pulsars below X = Sg. As
mentioned before, under ideal conditions the transition region
is very sharp and there will be no pulsars below §, . Any
selection effect tends to smear out S SO that there are now

pul sars below it.

To carry out the above tests we had first to determ ne
Sefor eg. (2,1) and eq. (2.8), This was done as follows+
Starting with fig. 2.2¢(a), we initially assumed a certain value
of & on the descending linb of Ne vs: K to be Sg . W
took all bins above this value of X (we shall call “Xedje )
and fitted a curve of the form Ng :o(X-? (suggested by the
data itself) by least squares* This curve gives the expected

number of' pulsars Ne at each 2 . We conputed a ()Lz as
Q 2
% = L (No-Ne)/Ne (210)

where the summation is over all bins above xcdge + and used it
a measure of the goodness of the curve fit, W repeated this

exercise for successively |ower values of x‘o.d where the fit

9e
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becomes progressively poorer since one begins to include data
fromthe transition region also* |In fig. 2.2(b) we have plotted

')(."as a function ot along with the expected ')L’ (whi ch

edge
is the number of bins above xedge m nus two, for t wo
parameters fitted) and the 95% upper bound on the expected 'X" ‘
The observed %* is normal at | arge ‘x.,_aae and increases
rapidly . at smal 'xedge as expected. By interpolation, we
obt ai ned the val ue of 3{‘_,_&33 where the observed X," Jjust equals
the 95% confidence upper bound. At this value of xu\ge the
curve fitting is seen to definitely break down, We adopted this
val ue of 'X'.“\S,_ as Se Al though this approach tends to
underestimate 8§, , it has the inportant nmerit of being an
obj ective way of analysing the data. We obtain Se¢ =7.6 mdy, or

BSe =7.9mdy, which is close to the quoted value of 8.0 mdy.
We interpret this agreement as lending support to the validity
of our approach, A simlar exercise wth #fig. 2.3(a) gives

So=6.6 mdy,

We then conputed the width of the transition region( e+ )

in fig* 2,2(a) using the estimte

2 2
Epry = A wi("’ﬁxi"’j So)/z Wi G“D
where Wg= N./N,_is the weight in each bin. The summation in
eq. (2,11) is taken over a | bins below g, We obtain

€vs =0.20. For.fig., 2.3(a) we get @py =0.15. Conparing the
results of fiures 2,2 and 2.3 we see that (1) the width of the
transition is reduced by i ncorporating t he period and
declination dependent selection effects through eq. (2.8), and
{2) there are 60 pulsars below §, in fig. 2.2(a) and only 33

pul sars in fig* 2.3(a), Both these results support our



TABLE 2.2

Each colum shows (i) observed nunmber of pulsars ( Mg )
With Spg / Smim< 1.0, (ii)  all pulsars in that bin
{ Mmoo t Mo ), (iii) expected nunber ( Me) With S < Swim in the

bin, (iv) the difference ( ™Me=- me ), and (v) standard devi ation
( 6 ) on ™Mo-WMe

(a) Pulsars in bins of period (in seconds). Swaa Was
derived using eq. (2.8).
0.0 P<0.53 “ 0.3¢E<1,0 1, 0P <1,3

"no 6 15 S

Mo+ Mo 76 a9 40

"MNe 9.6 11.3 5.1

"Wo=Mg -3.,6 3.7 : -0.1 f

< 2.3 2.4 1.9

(b) pulsars in bins of declination*

Swim Was derived
using eq. (2,8)

0°¢ dec < 30" 30°sdec<c 60" 60°¢dec < 30
"o 1‘5 11 7
Moy My 97 &9 38
e 14,3 - 1341 5.6
Mo-We 0.7 -2.1 1,4

(. 2.6 2.6 2,0
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contention that eq, (2,8) is a better representation of the

selection effects in the IIM5 than eq. (2.1),

Finally we have repeated the calculations of table 2.1
using eq. (2.8) with So =6.6 mdy, instead of using eq. (2.1)
with Se¢ =8+0 mdy. The results are shown in table 2.2, W have

computed. a x}

simlar to that we computed for table 2.1. W
now obtain a %*of 50 in table 2.2¢(a) and a g* of 12 in
table 2.2(b) as against the -expected value of 3.0, 1In both

cases there is a clear improvement over the results of table

241,

2.4 DI SCUSSI ON

The various tests described above would appear to confirm
t he presence of period-dependent and declination-dependent
selection effects in the 1IM8, However, because of the noisy
data, we believe the strongest argument is really the discussion

of section 2.2 which says such effects must exist.

Throughout this chapter as well as in the next chapter, we
have wused the IIMs data which was first published in the
preprint form ¢tManchester et., al, 1978), This data differs
slightly from the <corresponding data published in the |atest
pul sar catal ogue by Manchester and Taylor (1981}, The major
difference occurs in the pulsar radio fluxes (at 408 MHz),
albeit in a few pulsars only, minly because pulsars are
intrinsically variable creatures. We have ascertained that

these changes in the basic pulsar data do not alter any of our
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conclusions., Some of the calculations in the chapters to come
have been done on both the sets of data and they do not differ

significant 1y,



CHAPTER 3
INTERSTELLAR ELECTRON DENSI TY

3.1 | NTRODUCTI ON

The interstellar electron density Mg is an inportant
parameter in pulsar studies since it is used to determ ne pulsar
di stances d (pec) from their observed dispersion measure

DM (pc cﬁs). Hal | (1980) has summarised in detail the various
previous attempts to estimate "Me . The nost reliable studies
have wused the ®M of the few pulsars for which independent
di stances have been nmeasured through 21 cem. HI  absorption
measur ements. However, the nmean electron density ¢ +'e» thus
obtained is not precise enough; further independent studies are
necessary to determne it accurately, To our know edge the only
ot her independent study is that by del Romero and Gomez-Gonzalez
(19811, based on the a priori assunption that pulsars are
predom nantly a spiral arm popul ation* In this chapter we
di scuss yet anot her i ndependent study of "eg under the
assumption that the galactic pulsar population is azimuthally

symmetric about the galactic centre.

3.2 METHOD OF ANALYSI S
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A1} our calculations are based on the assunption of
azimuthal symmetry for the galactic pulsar population. The Sun
is taken to be situated 10 kpc from the galactic centre* e
describe here the basic nmethod enployed to determne a uniform
mean el ectron density dwmed for the whole Galaxy. We then
di scuss t he modi fications made in order to study nmore

complicated models of Mg

It is clear that the observed pulsar distribution wll be
consistent with «cylindrical symmetry about the galactic centre
for only a limted range of values of {me). Distance estimtes

of pulsars obtained using the relation
{Mey = OM/d (&2

with over-large values of <We) would appear to nove the centre
of gravity of the pulsar distribution away from the galactic
centre towards the Sun (after allowing for selection effects),
while the converse would be true for too snmall values of { ey
In our calculations we assume a value of {Me» and conmpute the
corresponding positions of the observed pulsars in the Gl axy,
For each pul sar we consider a circle passing through it, centred
on the galactic centre and parallel to the galactic plane
(fig., 3.1 shows the circle projected on to the plane of the
Galaxy), We then conpute ®g,e » the projection of the derived
radi us vector from the galactic centre to the pulsar on to the
line joining the Sun and the galactic centre* W also conpute
Xexp @ the expected value of X for the circle, considering
all seletion effects and assuming a uniform probability of
pul sar occurrence around the circle* Since for a given pulsar

period and lumnosity only a portion of each circle is visible



FIG. 3.1 Schematic illustration of a typical pulsar P and its

corresponding galactocentric circle, both projected onto the
galactic plane. G is the centre of the Galaxy. Around the
Sun S an approximately spherical volume of radius corresponding
to a dispersion measure of 60 pc. cm=3 is removed in our
calculations for reasons discussed in the text. The dashed
curve represents a typical viewing limit for the IIMS. For
our calculations, we require (i) Xpps, the projection of the
radius PG onto the line SG, (ii) X.,.., the mean value of the
projection averaged over the visib‘fépportion of the pulsar
circle (thick line), and (iii) a 2 | the variance of the
projection, obtained by averaging the deviation (X-Xg )2 over
the visible portion of the circle. These quantities are
obtained for each pulsar for a given model of the galactic
electron density-and used in eqg. (3.2) to compute Y. Note
that |e| could have been used in place of X; however the
sensitivity of the test is found to decrease.
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to the pulsar surveys on Earth due to the various selection
effects in pulsar searches (discussed in detail in chapter 2),
Xexp is general |y different from zero. Final |y we conpute the

followi ng nean deviation
N
Y(<me)) = EA w;[ )(“,’;_-X,_H,,{l / ay (30

where g; 1is the calculated variance on Xgpe i + The summation
is over all the pulsars included in our calculations and w¢ is
a weight given to the contribution from the i“‘pulsar* We is
estimated on the basis of the effective contribution of the
pul sar to our test, which in turn depends wupon its radio
luminosity. Pul sars with high lumnosity can be potentially
detected far away from the Sun and are therefore best suited to
test for a cylindrical distribution on a galactic scale, The
| ower lum nosity pulsars are closer to the Sun, and so are of
| esser inportance to our calculations.We have investigated the
sensitivity of our estimator (x,,,,,,-‘-—xe,,'i )[(':to changes in

dned @4 have derived a sinmple weighting scheme in which

pulsars with radio lumnosity (at 400 MHz and assum ng

Mgy =0.03 cm>

) greater than 10 mdy Kpc are each given a
wei ght of 1.5, those with lumnosity less than 10 mdy Kpc but
grater than 4 mdy Kpc are each given a weight of 1.0 and pul sars
with stil 1 lower lumnosities are elimnated altogether* These
last pulsars are very close to the Sun and only add "noise" to
the estimate of Y(< MeY) in eq, (3.2), The particular choice of
t he proj ect ed distance ¥ in eq. (3.2) was used in our
calulations as it was found to be more sensitive than other
choices such as |@] -

Since for the best value of {+we) , each of the terms
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(Xobs,i."xexp,i )/(im eq. (3.2) has an expected mean of 0 and a
standard deviation of 1, the mean value of %Y is 0 while its

variance ({\' is given by
: N e
6y = Z_‘ w; )
l=

In our calculations, we therefore accept those values of

(3
{neywhich lead to (Y]ey)g t and reject the rest.

The above procedure needs to be nmodified when testing nmore
conplicated electron density nodels, For example, in testing a

model having the form
Nel2) = Meto) EXP-(121]2,) G4

we need to determ ne two parameters, MNete) and ¢ «+ We do this
by testing the cylindrical symmetry of the pulsar distribution
separately in the | ow-2 and high-% regions of the Gal axy, e
choose to divide the pulsars into two classes such that the

dividing value of {2]|represents the median {e] for the sample*

For each choice of MNetlo) and 2o , we obtain
Y, ' 6y, ,\lt ’ 6“'; for the two regions separately. The
criterion for the acceptability of the nodel is that
¢ = (( Vil )" + (M2 /67, )1'] <\ (3.S)
t b Y
We restrict our test to the 224 pulsars detected by IINM
since it is the nost extensive survey and its selection effects

are well understood. W have taken the mnimum sensitivity
So to0 be 8.0 mJy and used eq. (2,8) of the previous chapter.
We have enployed three criteria to select a subsanpie of the

1 M5 pul sars* Firstly, al | | ow | um nosity pul sars
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2 . . . :
( ¢ 4 mdy Kpc™ ) are given weights ¢ =0 as discussed earl ier,
Secondly, nearby pulsars are unreliable for our purposes since

the di spersion measure contribution from HII regions canhave

| arge fluctuations; this effect is expected to be Iless
significant for nmost distant pul sars, Consequently, we have
removed all pulsars with DM < 6b pe cvx3, To be consistent,
whi | e conputing XG*P5£ and ¢y , we deleted the appropriate

segments of these circles which intersect this volume+ Thirdly,
we have deleted a | pul sars whose nmean flux densities are bel ow
the detection threshold of the IIMS, This is necessary since we
conpute xe*?’i on the basis of the assumed detection threshold,
After this selection process we were finally left with a working
sampl e of 52 pulsars, Figure 3,2 shows the distribution of
these 52 pul sars projected on the galactic plane, The distances
have been conputed using the optimzed electron density nodel of
eg, (3.17), It should be noted that very few of these pul sars
lie beyond the galactic centre, Therefore our tests my Dbe

expected to have rather limted sensitivity,

3.3 TESTS OF SOME SI MPLE MODELS

We have tested a nunmber of sinple electron density models

that are currently popul ar,

3,3.1 UN FORM ELECTRON DENSI TY MODEL

Using the nethod described in section 3.2, we estimate the

ef fective mean el ectron density in the Galaxy to be
+0:02.  _a
{ney = 0:037_ €™, where the quoted errors represent

b.01
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FIG. 3.2 Position of the 52 pulsars used in our calculations computed

using eq. (3.17) and projected onto the galactic plane. The
triangles S and GC mark the positions of the Sun and the
Galactic Centre respectively. The dashed lines represent

the longitude limits of the II Molonglo Survey in the galactic
plane (corresponding to declination +20° Filled circles
represent more luminous pulsars which are given a higher
weightage (weight = 1.5) in our calculations, as compared

to the medium luminosity pulsars which are represented by

open circles (weight = 1.0). Note that very few pulsars

lie beyond the galactic centre, which might lead to a

reduction in our sensitivity.
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statistical fluctuations at the 1e¢ level* Figure 3.3 shows
the variation of y,(y as a function of the assumed ¢wg) and
illustrates our method of estimating the confidence limts on

{ne)r Note that the lower bound is rather tight, suggesting
that values below 0,025 cﬁs are unlikely, This is of interest
because |ower values of {weYy have been commonly invoked to
resolve the problem of high pulsar birthrates, W now find this

i mprobabl e,

2.3.2 EXPONENTI AL MODEL

We have studied an exponential model of the form of
eq. (3.4) by testing the pulsar distribution separately in
high-2 and 1low-% regions (boundary chosen to divide the
pul sars equally in the two regions), as described in the
previous section. W obtain bounds on Wete)at each value of
scale height %, based on the criterion of eq. (3.3), The
results are shown as the two solid lines in fig, 3.4, For very
low ¢ values < 250 pe), the eletron density decreases very
rapidly with Y2l, and it is impossible to account for the high
pMof certain pulsars even by placing them qt infinite distance
from the Earth* The dashed line in ¢#ig. 3.4 1is the locus of
points at which about 20% of our 52 pulsars run into this
prob|em. In our view, models |Ilying below this Iline can
definitely be rejected* Hall's model (1980), marked in
fig. 3.4, is seen to lie outside this "allowed" region, The

wi dely used nodel of Taylor and Manchester (1977) is aceptable.



FIG 3.3

3.0~

Computed variation of Y/o, as a function of the
assumed <ng> . Allowed vilues of <ng> , for which
Y/oY < 1.0, lie within the dashed lines. The curve
IS very steep at low <n,> , allowing us to set confi-
dent lower limits on <ng> .
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3.3.3 VATIATION OF ELECTRON DENSI TY W TH GALACTI C RADI US

We have studied an electron density nodel of the form

(“C) = ’V\e< ) Ro‘c < KO

)

Me) ) Raer Ro (3-¢)

As before, we divide the Galaxy into two regions, an inner one
(KM<K') and an outer one Rac? R ), where R (kpe) is
chosen such that each region has approximately the same nunber
of pulsars, We accept only those combinations of ™e¢ and
Mey fOr which eq. (3.5) is satisfied* Figure 3.5 shows the
allowed combinations of wg, and Mgy for Rg =7 kpe. There
seems to be no reason to suspect significantly different values
for Me¢ and Mey» , contrary to some recent suggestions, On
the basis of fig. 3.4 and keeping in mnd the evidence of
earlier studies * (Ables and Manchester 1976; del Romero and
Gomez-Gonzalez 1951; Harding and Harding 1982) we suggest that

‘“Q( =0,04 Crﬁgand 'Y\e) =0,03 (:I'I'T3

{ Ry =7 Kpc) may be a
reasonabl e model * In fact, for pul sar studies,  an
{"¢) independent  of Ree IS quite adequate. We note that the
test is quite insensitive to the value of Mg in the very inner
portion of the Galaxy (®Rg,below, say, 5 Kpc) since very few of

our pulsar lines of sight intersecct this region. We cannot

therefore rule out a significantly higher ¢meY in this region.

314 CONTRI BUTI ON FROM HI1 REGI ONS

So far we have neglected the effect of HII regions in our
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FIG. 3.4 Results for the exponential model of n, (eq. (3.4) ). The

HG. 3.5

solid lines mak the lo limits of ne(S) at each z,. The

dashed line represents points at which the model iS unable to
explain the observed high dispersion measures of 11 of our

52 pulsars. Models corresponding to points below this line can
definitely be rejected. The models proposed by Hall (1980) and
Taylor and Manchester (1977) are marked by H and ™ respectively.
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Allowed combinations of n_4 (in the inner regions of the Galaxy,
REC < 7Kpc) and ng, (in tﬁe outer regions, RG > 7 Kpc) lie within
the solid curve, which represents the la limlgs on these para-
meters. The allowed region is nearly equally distributed on
either side of the n,. = ne, line (dashed line in the figure).
Therefore a uniform electron density model for the whole Galaxy
is quite adequate. If at all, n_, appears to be larger than
However, since other studies seem to show that
nes > ngs, We suggest the model corresponding to the dot mey be
cfose to the truth.
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calculations, HI1 regions are small volumes of (comparatively)
extremely high electron densities: surrounding bright stars, It
is quite common for the lines-of-sight to pulsars to cut through
an HII region? and in some cases nore than one HII region*
Ideally, the electron density in each HII region nmust be treated
separately from the nean interstellar electron density; but
practically we <can only deal with this quantity statistically.
Under the circumstances a reasonable nodel for the electron

density in the Galaxy would be (Lyne 1981a)

Melt) = Mel + WMer EXP-(1%1]10) (3.1

where the second term is due to HII regions which are known to
have a scale height of ~ 70 pes In this section we conbine a
number of different techniques in order to estimate optinmm

val ues of Mgy and Meq-

(i) Table 3.1 shows 23 pulsars for whi ch reliable

i ndependent di stances are available (Manchester and Tayl or

1981), Thirteen other pulsars for which only distance limts
are available have been omtted. For a pulsar at distance
d and galactic latitude bg (hence 2 = dsimbyg ),

eq. (3.7) leads to the following expression for the dispersion

measur e

DM = Me d + Mg d (225
wher e

4 = 70[\-— Ex?-(t%![‘ro)] | sin by (39

Her e d' is the effective path length through the HII-region

zone of the Galaxy, Using data in table 3.1, one can determ ne



TABLE 3.1

Di spersion measures of pulsars with independently measured
di stances (taken from Manchester and Taylor (1981))., The iast
colum shows if the line of sight to the pulsar intersects any
known HII region within I Kpc from the Sun.

PR distance(Kpec) Jzlipc) DM(DCscmd) HI1
0318+59 3.0 110 34,80 no
0329+54 2.3 50 26.78 no
0355+54 1.6 20 57.03 no
0525+21 2.0 240 50,96 no
0531+21 2.0 200 56.79 no
07 36-40 2.5 400 160.80 yes
0740-28 ‘ 1.5 60 73.77 no
0833-45 0.5 20 69.08 - yes
0835-41 2.4 10 147,60 yes
1054-62 6.0 310 323,40 yes
1154-62 7.0 20 325.20 yeu
1240-64 12.0 320 297 .40 yes
1323-62 7.9 30 318.40 no
1356-50 8.8 170 295,00 yes
1557 -50 7.8 220 270,00 no
1558-50 2,5 60 169,50 no
1641-45 5.3 20 475,00 yes
1859+03 11,0 120 402,90 no
1900401 5.0 170 243,40 no
1929+10 0.08 5 3,18 no
2002+31 8.0 0 233,00 no
2111+46 4,3 100 141,50 yes
2319+60 2.8 30 96,00 yes
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Mew and "Mea by mnimsing

g
' .,
R = f._"_('f\e. d; + MNex dg-DM;)/di (3.10)
L=t
. -3 -3
This | eads to MNe, =0.0327 cm , ™"Mer =0,01238 cm . The

lg permtted region is marked by the curve B in fig. 3.6,
Substituting the above values in eg. (3.10) one obtains a value
of R which corrsponds to a M fluctuations of 54.7 pc Cn_13 per
kpc path length, Since the mean oM per kpc is itself only of
the order of 35 pc cn_13, this shows that the HII regions, if not
treated properly, can conpletely mask the proportionality
between pmM and d at short distances*

(ii) For distances within 1 kpe from the Sun, Prentice and
ter-Haar (1969) have developed a scheme to treat the known HII
regions individually* W have used their scheme to analyse 217
pul sars with computed distances greater than 1 Kpe (out of 302
pul sars listed by Manchester and Tayl or 1977 and Manchester et.
al . 1978)., Considering the lines of sight of these pulsars
only within 1 kpc from the Sun, we find they have a cumulative
d' of 136.9 kpc and a cumulative ®DM of 3225.4 pc cm® from

HII regions* This corresponds to

. -
Meg = 0:0236 cm [KBD)

Making liberal allowances for errors, we can safely expect

MNe2” 000234 [1'S= 00187 ) Me2 € 0:023¢# 'S = 0:03S> (312

These limts have been plotted as the vertical Iines marked C in
fig., 3.6, It is significant that the range of Mg, in eq. (3.12)
is in reasonable agreement with that obtained by the method (i),

Also, the fluctuations in Dw™ calculated by the Prentice and



FIG. 3.6 :
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Optimization of the parameters Ngq and ng, in an electron
density model of the form eq. (3.7). Curves labelled from A
through E show the respective allowed regions in the n =N,
space based on five relatively independent arguments:

(a) Cylindrical symmetry of the pulsar distribution in the
Galaxy (b) Independent pulsar distances of table (3.1)

(c) Calculation of HII region contribution to the dispersion
measures as evaluated by Prentice and ter Haar (1969)

(d) Independent distances of pulsars whose lines of sight do
not intersect a known HII region (e) Results of del Romero
and Gomez-Gonzalez, 1981. The allowed region common to all the
five arguments i s shown hatched in the figure. The dot in
the centre of this region represents our model (eq. (3.17) ).
Lyne's (1981a)model i s marked L.
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ter-Haar fornmula is 43.3 pc cn_13 per kpc path length which agrees
with S4,7 estimted by method (i), Al these suggest that the
Prentice and ter-Haar correction is quite reliable in an average
sense, though, in individual cases it mght be significantly in

error.

(iii) We have tried to approximately estimate e, as
follows, Thirteen pulsars in table 31 do not intersect any of
the Prentice and ter-Haar HII regions within 1 kpc from the Sun.
If we leave out PSR 1323+62 and PSR 2002431, the cumul ative

d'of the others, outside the 1 kpec sphere, is 38.8 Kpcs These
numbers suggest that these 11 pulsars mostly sample %e, and
interact very little with wme, V¢ can therefore estimate
ey by means of

" v
Mey = Z. DMi— T\eq_(é‘ d'.'_ )] / E‘ di L%o‘g)

t=1
where any reliable value of ™eq may be used. Using the Iimts
0N  Meq given in eq. (3.12) and also allowing for fluctuations

in O™ due to HII regions, we obtain the following 1limits on

Met ,

-3 ’ -3 _ .
0:0248 ew- £ Moy € 0:02237 Cm (3.14)
These are plotted as the horizontal lines D in fig. 3.6.

3.5 RESULTS

The methods of sections 3.2 and 3.3 can be applied to a
model of the type in eg. (3.7) by dividing pulsars into

high- 2 and |low-2 categories as before and requiring that
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eq, (3.,D5) be satisfied* The curve labelled A in fig. 3.6 shows

our results* A poi nts wi t hin this curve in t he

Mey - Mez space are allowed, and those outside are unl ikely.

del Romero and Gomez-Gonzalez (1981) have estimted that
the effective L e for regions out to about 5 kpc from the Sun

is about 0,03 cm° By appendix A this inplies for the nodel in

eq., {(3.7)

-3
{Ne > = MNegy + 6353 Mg, =2 003 Cawm (39
These authors have not given the confidence Ilimts for their
estimate of 4{mwmey , However, a study of their fig. 2 suggests

that the followi ng are very safe bounds
0-025 cwm> & {veY (= MNe, +0:358Me2) € 6:040 con® &R

these lines are marked E in fig. 3.6,

Combi ning these with the results of the previous section wsz
see in fig, 3.6 that the parameters of eq. (3.7) are rather well
determ ned* The hatched region shows the ™e, ~ Mex parameter
space that is common to all the different approaches* Our
choice for a good nodel is marked VN in the centre of this

regi ons and corresponds to the follow ng equation
MNelz2) = .03 + 0.02 Exp - (Rl[70) (3D

This formul a should be used only beyond 1 Kpc from the Sun.
Wthin this sphere we suggest using <{wmey =0.03 along with the

Prentice and ter-Haar (1969) correction for HII regions*
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3.6 DI SCUSSI ON

We have ignored some effects which could possibly affect

the validity of our results*

(1) Although it is known that pulsars are found preferably
al ong t he spiral arms in the Galaxy (del! Romero and
Gomez-Conzal ez 1981), we have assumed t hat t he pul sar

distribution is cylindrically symmetric about the galactic
centre* W believe that in an average sense the spiral arm
system can be treated as a cylindrically symmetric system* For
example, the distribution of pulsar galactocentric |ongitudes
woul d be essentially uniform inspite of the spiral structure*
Therefore our assunption is wunlikely to introduce any, large

systematic error in our results*

(2) In our calculations we have treated the HII regions in
terms of an equivalent uniform electron density medium,
However, the cal cul ations of the previous section show that for
small distances (< 2 Kpc) the DM contribution from HII
regions can fluctuate consideradl y. Thus, at such smal |
distances, the proportionality between pm and @ (eq. 2.1)
which is fundanental to a 1 our calculations may not be valid*
We have been cautious in this matter by deleting from our
cal cul ations a volume around the Sun of radius approximtely
2 kpc (pMm< 60 pc cﬁg ) However, even at |arge distances,
some fluctuations in {mey WwWould be present, which we have
i gnored* Therefore the statistical errors we have quoted may be

under esti mat es*
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(3) We have not incorporated any selection effect due to
interstellar scattering {15S) of pulsar radiation* | SS
increases with increasing bpmM H hence we may miss high

DM pul sars* This is believed to be strongest in the inner
regions of the Galaxy (say,]Qn\ >0’ 3 Rao, A.P, 1982,
personal communi cation). However since the number of pulsars
involved in this volume is small, our results wll not Dbe

significantly affected®

(4) W have assumed the distance to the galactic centre to
he 10 kpc. If the true distance is, say, 8.7 kpc (Oort 1977),
then our electron density values will need scaling by the factor

10/8.7n 1,15,

None of the above effects is very serious. We therefore
believe (from the <close agreement of the various independent
cal cul ations we have made) that eq. (3.17) models the actual
situation rather «closely., We do not aagree with Arnett and
Lerche (1981) who claim that {we) cannot be known with an
accuracy better than a factor of two* W believe that our nmodel
is a better approximation than that of Lyne (1981a3 marked L in
fig. 3.6), which 1is of course by no means exluded. Pulsar
di stances conmputed using our nodel (eq. 3.17) should be accurate
to 20%on the average, though in individual cases the crror may

be i1arger.



